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Introduction 

  Supervisory monitoring system to catch up the RT data 
 Reflective memory card for the feedback control 
 Analysis and new design about RT-network for the next fast control system 
 Inspection tool for our feedback control interface 

 
 Fast feedback control system in KSTAR 
 Two kinds of RTOS in KSTAR 

• VxWorks : Local control system of magnetic power supply 
• Customized Linux : Plasma control system 

 Improvement for the long pulse operation 
• All outbound interface of PCS was disconnected at RT-mode 
• Give a reconfigurable mechanism to PCS during plasma discharging time 

 

 ITER standard RTOS 
 We are in progress of CODAC Technlogies evaluation project in KSTAR 
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Introduction 

 Approaches to increase real time performance 
 Application binding 

• restricting certain CPUs  to running designated application processes 
 Interrupt binding 

• designating specific CPUs handle device interrupts 
 Memory pinning 

• designating that physical memory be exclusively allocated to dedicated 
processes. 

 Scheduler priority control 
• ability to designate process priorities at a fine grained level 

 

 Red HatTM real-time OS 
 MRG Realtime, TUNA 

 

 Real-Time Support in EPICS 
 Use POSIX priority scheduling by enabling special option 
 Set CPU affinity using “epics-affinity-patch.txt” 

• From ITER and Cosylab. 



5 

Application of RT-patched EPICS for real-time monitoring, October 23, 2012 

5 

  
System configuration 
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System configuration 

 Host controller(red box) 
 General rack mountable PC 
 Intel® CoreTM  i7-3930K , 3.2GHz, 12MB cache 
 6 cores, no Turbo Boost, no Hyper-Threading 
 DDR3 16GB 
 150GB SSD 

 

 Local Timing Unit v.2(green box) 
 Synchronized with Central Timing Unit (CTU) via 

fiber optics, 2Gbps 
 Provide 10KHz clock to the event generator 
 Generate reference clock for time measurement 
 Installed on ATCA platform with PMC extension 

board 
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System configuration 

 Event generator(blue box) 
 Customized board using FPGA flexibility 
 LTU v.1 was reconfigured event generator 
 PMC true form-factor, Virtex-4 FX20  
 10 digital output for time checking 

 

 Reflective Memory board(red box) 
 High speed, easy to use fiber‐optic network 

(2.12 Gbaud serially)  
 Fiber network transfer rate 43 MByte/s to 

170 MByte/s  
 Star topology in KSTAR 
 Main interface for feedback control 

between PCS and MPS 
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System configuration 

 Host controller 
 Red Hat Enterprise Linux 6.2 (2.6.32) x86_64 
 MRG Realtime – 2.6.33.9-rt31.74.el6rt.x86_64 

• Disable all unnecessary service except network. 
• But system need more tuning 

 

 Application features 
 Recent stable released EPICS (3.14.12.2) 
 Apply the real-time support patch 
 Built on KSTAR standard software framework 

• Organized under driver/device support routine 
• Sequence for synchronized operation 
• State notification mechanism which is commonly used in DAQ and control 

system 
• Standard template for fast development 

 Use ram-disk for fast archiving: 2.5 GB/s 
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Operation flow 

 Software framework 
 It has been developed since 2009. 
 Now we consider adding a real-time control feature 
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Operation flow 

 Unit task per each input pulse 
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1. Interrupt response time 
2. Response time in user space 
3. Application working time 
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Main function 
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Main function 

 Developed by using QT based KWT 
 Standard layout for Operation mode 
 LTU configuration 
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System tuning 

 Set CPU affinity 
 Boot option isolcpus=1-5 
 epicsThreadSetCPUAffinity( pthreadInfo, "5") 
 epicsThreadSetPosixPriority(pthreadInfo, 92, "SCHED_FIFO") 
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System tuning 

 Set IRQ attribute by Tuna 
 Priority 95, Affinity 5, Policy FIFO 
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Time measurement 

 Oscilloscope 
 Model-DSO9404A , Infiniium DSO - 4 GHz, 10/20 GSa/s, 4 Ch 

#1 WRITE32(pRTcore->base0 + 0x4, 0x1); 
#2 WRITE32(pRTcore->base0 + 0x4, 0x0); 

 To measure the consumed time, we use 
TTL output channel on the event 
generator 

 Two command to make single pulse. 

 Takes about 151 nanoseconds 
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Test results 

 Interrupt response time in kernel space 

 Not use CPU affinity  Use CPU affinity 
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Test results 

 Condition 
 10KHz interrupt in normal operation 
 unit=microsecond, doing in a few minutes 

case mean min max jitter Check point 

1 7.489 6.6314 14.2617 7.6303 

LTU  Kernel ISR 2 7.162 6.647 7.842 1.195 

3 6.919 6.409 8.199 1.789 

case mean min max jitter Check point 

1 10.369 8.876 14.473 5.596 

LTU  User space 
return time 

2 9.679 9.249 10.99 1.74 

3 8.567 8.104 10.403 2.298 

case mean min max jitter Check point 

1 40.588 38.804 47.873 9.068 
LTU  final action 
include user 
application 

2 38.932 38.1 43.259 5.159 

3 38.831 37.819 42.236 4.417 
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Test results 

 Total time with heavy job 

 Not use CPU affinity  Use CPU affinity 

case mean min max jitter remark 

1 40.572 38.681 53.115 14.433 
LTU  final action 
with heavy job 

2 

3 38.817 37.845 42.424 4.579 
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Conclusion and Future work 

 Achieved 10KHz stable operation 
 file I/O, network connection(CA) are alive 
 Possible in normal or harsh condition 

 

 Possible 20KHz operation 
 20KHz (50 us) operation also possible 
 It depends on target application 

 

 Effect of CPU affinity 
 Dominant  effect is using RTOS (MRGR) 
 Using CPU affinity increase the system stability 

 Evaluation in feedback control system 
 Develop real time feedback control system on plasma density 
 Survey of real time network performance 
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Thanks for your attention.  


